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Abstract

This paper presents techniques to include the impact of
crosstalk on timing verification of VLSI. We propose delay
models for the victim driver gate, loaded through a resistive
wire, when noise is injected from aggressor nets. A spe-
cial care has been taken in order to minimize CPU time and
data storage size. The proposed method was implemented
with the hierarchical timing analyzer HiTAS and the stabil-
ity analyzer STB by Avertec, a spin-off company of UPMC.
Results on three real circuits are presented to illustrate the
method.

1. Introduction

Timing analysis of circuits is known as an important step
in the verification of digital VLSI circuits. If the use of
static timing analysis (STA) tools is compulsory for reasons
of validation performance, the accuracy of STA depends on
the models used for each type of delay arising in a circuit.
Due to process scaling, the origin of the propagation delays
in VLSI has drastically changed during the last 10 years
driving consequent evolutions in both the delay models and
the resulting STA tools.

STA translates the circuit into a directed acyclic graph
and the delay models are used to value the edges of the
graph. STA requires no pattern and finds the longest and
shortest paths between critical signals in the circuit graph.
In a flat approach STA tools are able to handle around 100k
transistors.

For technologies around one micron, most of the prop-
agation delays happened through the transistor gates. Sev-
eral models of the gate delays were use in STA tools like
resistance-capacitance [8], analytical [7], look-up tables.

For technologies around half micron, the length and
width of wires were such that delays through interconnect-
ing wires became significant compared to delays through
gates [10]. As a consequence, STA approaches computed
two types of propagation delays : gate and interconnecting
delays. Most of the effort spent on timing models was de-
voted to interconnecting wires. A lot of approaches used
the Elmore delay [6] and higher order voltage moments [9]
to compute propagation time through distributed RC trees.
As a result, the models for gate delays, that were previously
established, had to be improved to take into account the re-
sistance of the load seen by the switching gate. Several STA
approaches then replaced the total capacitance of wire by
the effective capacitance seen by the gate driver in order to
reuse the previous gate delay models.

At this time, the circuits could reach several million
of transistors and the flat approach would generate an ex-
cessively large amount of data. Various approaches have
brought solutions to handle the complexity of STA either
by taking advantage of the hierarchy of the design or by re-
ducing the timing graph of the circuit. In that context, the
ability of the Elmore delay to provide a recursive function to
compute the interconnecting delay throughout the hierarchy
of the design has been stressed [3].

STA relies on the underlying decoupled structure of
CMOS circuits. Yet, at a first order, the gate delay depends
on the known load and slightly on the variable input signal
slope. A two-phase computation, in which worst case input
slopes are determined first, followed by the second phase
where propagation time is performed, allows to reach an ac-
curacy within 5% with respect to electrical simulators [4].

For current technologies, the aspect ratio of wires (height
over width) is increasing and the pitch is decreasing such
that coupling capacitances of wires can be as high as half
of the total capacitance. Crosstalk has now became an im-



portant issue in VLSI design and performance verification.
The above approaches could not be used anymore to handle
the coupling capacitances since the effective load seen by a
gate is subjected to signal switching in the neighborhood of
this gate [12, 2, 15]. This load variation has a direct influ-
ence on gate propagation and interconnecting delays [13].
Although crosstalk is a dynamic phenomena, several ap-
proaches have been proposed for handling the alteration of
the delays via static timing analysis. The actual practice to
solve this coupled problem relies on iterative approaches. A
first situation of coupling is assumed that allows delay cal-
culations. Based on the resulting timing graph of the circuit,
switching signal analysis is performed and used to modify
the coupling situation on the whole circuit. New delays are
then calculated and iterations are performed till the solution
converges [11, 14, 16].

Together with this new problem of delay models comes
the dramatic increase of the data required to represent a
circuit. Now the process allow circuits of ten millions of
transistors and the extractors provide post layout extracted
netlists with increasing parasitic information that should be
handled.

Table 1 presents results coming from a commercial ex-
tractor on three circuits designed by Bull called C1, C2 and
C3. Two types of extraction have been performed. The first
one takes into account only transistors and RC wires with-
out crosstalk, the second one takes into account crosstalk
only. This emphasizes the fact that the number of parasitic
elements are more than ten times the number of transistors.

Circuit Transistor RC wires Crosstalk
Name Number #R #Cg #Cc

C1 3296 42230 35400 19201
C2 12586 121406 101616 74526
C3 11554 125600 110571 90692

Table 1. Results of the complexity of post-
layout extracted netlists (number of parasitic
elements versus number of transistors) for 3
circuits designed by Bull.

This paper is the result of a cooperation between Bull,
Avertec and UPMC to include crosstalk in timing analysis,
while taking into account the interconnecting resistances.

2. HiTAS and the stability analyzer STB

2.1. Timing analysis with HiTAS

Started 10 years ago at UPMC [7], the timing analysis of
CMOS circuits has led to the design of a STA HiTAS, now

commercialized by Avertec, a spin-off of UPMC. HiTAS
works on a SPICE netlist obtained by standard extractor.
The first main phase of the analysis consists of extracting
the functionality of the netlist. This phase uses a procedure
called circuit disassembly in order to automatically extract
an oriented gate netlist from a transistor netlist, using a strict
minimum of a priori knowledge of the circuit structures.
This phase combines advanced Boolean techniques in or-
der to handle the widest possible number of circuits styles
with a minimum of user intervention.

The second main phase consists of the computation of
elementary delays (gate delays TP and wire delays TPRC ),
followed by the determination of longest and shortest paths.
The analysis is based on analytical equations that take into
account the following factors [4] :
� The current versus voltage characteristics of Short

Channel MOSFETS modeled with nonlinear equations

� the signal slope effects, which is the switching time of
input signal

� the transient short circuit current during the gate
switching

� propagation delays due to resistive interconnecting
wires.

Figure 1 summarizes the variables arising in the propa-
gation delay calculations that will be affected by crosstalk.
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Figure 1. Propagation Delays seen by HiTAS

The effective load seen by a gate driver is computed
using the reduction of the interconnecting wire into a � -
model :

��������
	�� ��
������������ � ��������� �����! ��"$# % (1)

Using the nonlinear model of the switching gate [4], the
propagation time through the gate is linearized with respect
to the load and the input slopes :

&�' � 	 � � ��������)(+* �-, �".# (2)

The output slope of a gate is computed :

, �/10324	65 ��
 �������� % (3)

This allows to compute interconnecting delay and slope
at the end of the interconnecting wire:
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HiTAS uses a method based on the hierarchical parti-
tioning of the design phase. The circuit propagation times
are represented using a multi-level hierarchical timing view.
Each instance of the hierarchical tree is represented by
a timing figure containing information that cannot be de-
scribed at lower levels. Based on these views, the timing
graph of the circuit is built recursively from the instance
views as well as from information about interconnection be-
tween instances.

The HiTAS tool allowed BULL to successfully verify a
26 million transistor chip [5].

2.2. The stability analysis

The information on the shortest and longest path de-
lays constitutes the timing database of a particular circuit
or block. The HiTAS tool generates this database. How-
ever, this information is not in itself sufficient to determine
correct sequential operation of a circuit. A further stage is
required to verify that setup and hold constraints are met.

The stability analyzer STB from Avertec, performs this
second stage of the timing analysis. This tool calculates
setup and hold margins for all critical nodes in a circuit
(output terminals, latch data inputs, latch commands and
precharged nodes). Based upon the specification of the ex-
ternal clock and the stability of the input terminals, together
with the timing data base generated by HiTAS, the tool
propagates the stability intervals and the clocks throughout
the circuit, in order to obtain stability intervals for the nodes
which require verification.

The tool calculates setup and hold margins for each of
the critical nodes by comparing the stability intervals ob-
tained at the node with the propagated clocks according to
predefined rules.

3. Handling Crosstalk and RC wires

3.1. An iterative approach

The goal is to estimate the worst effect of coupled
switching wires via the static timing analysis. The initial
situation is given by static timing analysis where the
coupling capacitances are set to ground and included in the
capacitance

� ������� of the related resistive wires. Then the
stability analysis is performed with STB, stressing, for each
signal, a list of potential aggressors which are susceptible
to switch at the same time. Note that for a given signal, the
instability is defined by the union of all instability intervals
resulting from each clock phase present in the circuit.

From this information, elementary delays may be cor-
rected. However, if delays are actually modified when an

aggression occurs, this does not imply that the signal’s sta-
bility is modified, as shown on figure 2. Stability of a signal
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Figure 2. Example : a victim signal is stressed
by two aggressors. Agr1 is not observable,
Agr2 is observable (modifies TPmax of vic-
tim)

is the relevant information produced by STB, and it is com-
puted from elementary delays. Thus, an elementary delay
(TP, TPRC) must be modified only if the aggression mod-
ifies the stability. An aggression that modifies stability is
called an observable aggression. Should we not take into
account this observation, too pessimistic analysis would re-
sult. The choice we have done to sort rapidly, from a set of
aggressors, which are the observable ones, is very simple :
according to the victim signal’s stability, if the first or the
last slope -assimilated to a segment- can temporally overlap
an aggressor’s slope, this one is considered as an observable
aggressor.

3.2. Delay modification under constraint of observ-
able aggression

Subjected to direction and strength of the victim and ag-
gressor slopes, a new value of the coupling capacitance be-
tween a pair victim and aggressor (DA) is derived (Eq 6)
using the Miller effect [1, 14] :

������	 "�
�4 	 � 	
"�

��� 
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���
/10 2 � , 	 "�
���
����� % (6)

This leads to update the effective capacitance seen by
each driver, using Eq 1 together with Eq 6:

�������� 	 � 	
"�

� 
 , � 	 "�
���
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���
����� % (7)

as well as the capacitance of the wire
� ������� . Conse-

quently the slope at the output of the victim driver is modi-
fied using Eq 3 and Eq 7 :

, � 	 "�
/10 2 	 5 	
"�

� 
 � � 	 "�
� � � � ������	

"�

�4 % (8)
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The slope at the end of the wire is also modified using Eq 5
and Eq 6. Iteration is performed till convergence is achieved
(slopes remain constant).

Figures 3 and 4 illustrate the modification derived from
a coupling situation.
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Figure 4. Impact of crosstalk with RC wire

This allows to update the propagation delays through
gates and wires, by considering the resulting slope at the
output of a wire (or input of the load of the gate), as the up-
dated slope at the input of the next gate. We have proposed
in [1] a model based on the above equations to compute
variations on gate’s effective load and Elmore delay when
a signal is stressed by � other signals. This model gives
good results with respect to Spice if coupling capacitance
are soft. We have to store the following data :

� signal name

� � � and * � of Eq 2

� Three constants to model the wire load by a � -model

and for each of the aggressors :

� aggressor name

� six constants to modify the � -model of the wire

� for each interconnecting wire, a constant to modify the
TPRC

The main advantage of this approach is that the total in-
formation size needed to compute the variation of propaga-
tion delay is linear with the number of gate output signals
and with the number of coupled gates, and independent of
the actual wire-network size. In addition, the electrical in-
formation between all networks has been decoupled.

The algorithm is summarized as follows :

INITIALIZE
do STA

For each net
�

determine propagation delays
longest and shortest TP and TPRC
Ceffective
and gate and wire output slopes�

/*PROPAGATION DELAY LOOP*/
Repeat

�
do STB

For each driver output
determine instability intervals
(multi Tstart and Tstop)
determine list of active aggressors

/* SLOPE LOOP*/
Repeat

�
For each gate driver
update coupling capacitance (Eq 6)
update effective capacitance (Eq 7)
update driver output slope (Eq 8)
update input load slope (Eq 5, 6)�

until (no slope changes)
Update propagation delays�

until (no Tstart or Tstop changes)

4. Results

We have applied this approach on the three circuits designed
by Bull with a �����	��

� technology. Of course, the following re-
sults depend on the given circuits. Our prototype of STA with
cross-talk is currently split into two distinct softwares. The first is
HiTas, modified to generate the data structure of coupling, and the
second one realizes the iteration loop with stability analysis, detec-
tion of observable aggressions and modification of delays. Results
presented here concern mainly the second software.

� Total memory required (causality graph, data structure pre-
sented in [1], stability analysis) to run the iterative process
is ����� , ���	��� and ������� for circuit C1, C2 and C3. Total
memory is about ��� ����� per transistor.

� Convergence is reached in � , � and � iteration, and total pro-
gram execution time is ����� , �� �!�� and �	"������ .

� Total number of aggressors is !�!� �� , !�������� and ����������� .
Among these aggressors, �������$#%����&(' ,  ����� �")#%��!�&(' and
"� � �����#*"�"�&(' are observable.

� The biggest relative variation of gate load to evaluate
TPmax is :
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Circuit Variation # Observable Aggressor /
of load Total Aggressor for this signal

C1
� �	!�� ��& 3/5

C2
� "���� "�& 209/224

C3
� "� �� ��& 74/136

� The pessimistic approach that considers all aggressors as
active gives, in the same conditions, the following results,
which are compared to the effective load determined with
our approach :

Circuit Variation Variation
of load of load

Pessimistic Our approach
C1

� "� �� ��& ����� ��&
C2

� �� �� ��& ����� ��&
C3

� ��"�� "�& ����� ��&
� The biggest variation of stability interval is

� ��� � , � �	!�� �
and

� �	��"�� � .
� The computation of variation of load at third order under

constraint of aggressors has failed in respectively ���	�	 �& ,
��� ��!�& and ��� !�� & cases. A first order model for gate load
has been used in these cases. Of course, to avoid this prob-
lem, the best solution is to compute gate load directly from
the description of interconnect.

For these three circuits, our approach allows to determine the new
longest paths. These have increased by ��� �� �& , "��  � �& and ��� ����& .
We have also observed that the order of the ten first longest paths
has been changed.

5. Conclusions

Our approach based on the stability analysis allows us to
determine a realistic variation of delays under constraint of
cross-talk. This is possible by handling the electrical coupling
between wires with the Miller model. Electrical model used has
the advantage to handle both crosstalk and resistive interconnect
wires, and mainly, it allows a compact representation of electrical
effects. Furthermore, computation of variation of gate load and
Elmore delay by aggressor is immediate.
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