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Abstract- The paper presentsthe DSPIN micro-network, that is
an evolution of the SPIN architecture. DSPIN is a scalable packet
switching micro-network dedicated to GALS (Globally
Asynchronous, Locally Synchronous) clustered, multi-processors,
systems on chip. The DSPIN architecture has a very small foot-
print and providesto the system designer both guaranteed latency,
and guaranteed throughput servicesfor real-time applications.
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In Section 2 we analyze briefly the state of theimMNoC
architectures. We present in Section 3 the DSPdNitarcture.
Finally, the Section 4 contains experimental rasukgarding
both the performances and the silicon area.

2. BACKGROUND

Various architectures have been proposed
interconnecting dozens of IP cores with the aingéb good
performances and small foot-print.

Most of the first published NoC architectures weased on
the packet switching paradigm. It is well knownttipacket-
switched networks (similarly to conventional shatmasses)
provide basically a best effort (BE) service, with guaranty of

The SPIN micro-network architecture was the firstyounded latency or throughput.

published [1] attempt to solve the bandwidth baottlek, when
interconnecting a large number of IP cores in muiticessors
SoC (System-on-Chip). After this, a large numberNafC

(Network-on-Chip)  architectures have been
[5,6,17,22,23]. The ATHEREAL [5] micro-network dgsers

insisted on the importance of QoS (Quality of Seyjisuch as
guaranteed throughput, bounded latency, or coattqitter, in

applications with real time constraints [21].

Simultaneously, a physical implementation of a 3Rty
SPIN [19] micro-network by STMicroelectronics hedpéo
identify several limitations of the initial SPINdhnitecture: The
fully synchronous approach of the SPIN network ist n
compatible with the GALS (Globally Asynchronous, ciatly
Synchronous) paradigm. The SPIN fat-tree topologyg the
best theoretical diameter, but lack of modularitg dlexibility
for an industrial product. The adaptive routing oaithm
improved the saturation threshold, but destroyed“th-order
delivery” property, and increased the router comxiple
Finally, the hard macro-cell approach of SPIN waksuited to
a standard cells based design flow.

As SPIN, the DSPIN micro-network has been desigoed
support shared memory multiprocessor architectidesever,
DSPIN had new requirements: It must be suited ¢é0GIALS
paradigm, it must
synchronous design flows, it must be really scalatl must
provide a predictable latency & throughput, andehavsmaller
footprint than SPIN...

As the BE is not adequate for real-time applicatjoim
some NoC, the packets are labeled with prioritys.bithat

publishe@llows assigning higher priority to the most catic

communications [17]. However, this is not enougbcduse
“hard” guaranty of service requires some form oforece
reservation (such as the Time Division Multiplexiagproach
in time-slotted busses).

Some networks introduced the guaranteed servicg (k&S
ATHEREAL [5], NOSTRUM [22] and MANGO [6].
ATHEREAL uses the Time Division Multiplexing (TDM)
technique to allocate slots for the GS communioatio
NOSTRUM uses the concept of looped containers DM
fashion to route the GS packets. Both of them reqai
synchronous implementation of the SoC because eofTthiv
synchronicity. The MANGO approach is a fully cloeks
network connected to clocked IP cores. This appradiows a
GALS implementation and supports BE and GS by medins
virtual channels. Asynchronous approaches are giogibut
the testability issues and the lack of commeraialst slow
down the introduction of these techniques. In theper, we
present a low cost, synthesizable (in standard lsgnous
design flow) NoC providing GS and BE communicati@ms
compatible with the GALS approach.

be synthesizable with conventiona

3. DSPINARCHITECTURE

DSPIN is a micro-network dedicated to shared memory
clustered, multiprocessors architectures. The cerapdystem

for



on chip is supposed to be a composition of syneiusrsub-
systems. Each sub-system (or cluster) containsoorseveral
processors, one or several physical memory bamtgnal IP

cores such as hardware coprocessors, or /O clangoand a
local interconnect. Even if the architecture is gbglly

clusterized, all processors, in all clusters sliheesame “flat”
address space, and any processor in the systeaddagss any
target or peripheral. Each subsystem (i) can bekelb by a
different clock signal CK and all CK signals can be fully
asynchronous (regarding both the frequency angtiase).

3.1 Distributed clustered architecture

DSPIN means Distributed, Scalable,
Interconnect Network. In order to avoid deadlocks
request/responses traffic, DSPIN contains two fstyparated
sub-networks for requests and responses. Both secuel
response sub-networks are distributed: each clusiatains
two local routers (one for the requests, one ferrgsponses),
as well as one network interface controller (NIEjgure 1
shows a generic cluster architecture. The routees the
switching modules of the network. The network colidr
adapts the network protocol to the local intercahpeotocol.

Figure 1. Typical cluster architecture

The IPs are connected to the NIC through the loc

interconnect, which is the only access to the nkwdhe
topology of the network is organized in a two diisien mesh
distribution of clusters as shown in Figure 2. Eatister is
connected to the north, south, east and west neighby
means of point-to-point links. The communicatiomween IPs
in different clusters is done by traveling through many
routers as necessary (more precisely N+1 routel, is the
Manhattan distance between the communicating ch)ste

Figure 2. Network topology

The physical links between routers are implementét
FIFOs (black arrows in Figure 2). The mesh topolsigyplifies
the routing algorithm, and strongly minimizes tiliesn area of
the switching hardware. There is no constraint lwn gize or

shape of clusters. Just the mesh topology has tedpected, to
guarantee the routing path between all the clusters

3.2 Routing algorithm

As SPIN, DSPIN is a packet-switched network. Packet
divided into flits. A flit is the smallest flow camol unit handled
by the network. The first flit of a packet is thedd flit and the
last flit is the tail. The size of the flits is 3dts word (32 bits
for DATA and 2 bits for control). The two controltg are
Begin of Packet (BOP), and End of Packet (EOP). BOset
on the head flit, and EOP is set on the tail flihe head flit
includes the destination cluster address in the BA&ld. This

Predictable’cluster address” is defined in absolute coordimateand Y,
i encoded on 4 bits each one, allowing a maximal 16 * 256

clusters topology.

When a router receives the first flit of a packéte
destination field is analyzed and the flit is forded to the
corresponding output port. As DSPIN uses wormholging
[15,16], the rest of the packet is also forwardethe same port
until the tail flit.

DSPIN uses the determinist and dead-lock free -fir]
algorithm to route the packets over the networkth\Whis
algorithm, the packets are first routed on the beation and
then on the Y direction. The deterministic propesfythe X-
first algorithm guarantees the "in-order delivergf the
network. The X-first is actually used for the resupackets,
but we use Y-first on the response packets, inrdalguaranty
the same path for the request and the response,alsond
maximize the number of GS communications.

3.3 Mesochronous clock distribution

Clock distribution in synchronous systems becomesmjr
issue [18] and the dissipated power becomes noligitdg
[20]. On the other hand, most existing IPs relies o
ynchronous design. The Globally Asynchronous, lpca
ynchronous (GALS) approach [2,3] is a way to sdlvis
problem. In the GALS approach, synchronous islandsub-
systems communicate asynchronously. In DSPIN,
synchronous islands are the clusters and the asymmis
communications are carried out by bi-synchronousOB|
which are described hereinafter.

the

To maximize the throughput of the network, make the
network latency predictable and be compatible witBBALS
approach, the entire network is clocked by a mesodus
clock distribution, where all the routers have eliént clock
signals CK_R with the same frequency but different phase.
The phase shift (skew) between the clocks sign&lsR: and
CK_R.1, in neighbor clusters, can be large but is boundlbd
bi-synchronous FIFOs between routers handle thisntbed
clock skew to exchange data safely. The distrilutid a
mesochronous frequency along the entire circughisaper in
terms of design effort and power consumption than a
synchronous one due to the unnecessary tree balance

In order to generalize the network and accept bgereous
IPs, each IP can have its own clock frequency CKwhout
any relation to the local router clock CK.RThe bi-



synchronous FIFOs between the NIC and the routethdo
adaptation between CK IBnd CK_R

3.4 Thelongwireissue

In deep sub-micron processes, the largest pattealelays
are related to the wires. In multi-million gatesCSothe timing
closure can become a nightmare, as place & rowats ttave
difficulties to cope with long wires. The DSPIN hitecture is
an attempt to solve this problem by partitioning ®oC into
isolated clusters.

As shown in Figure 3, the DSPIN router is not atiedized
macrocell: it is split in 5 separated modules (NoEast, South,
West & Local), that are physically distributed dre tclusters
borders. This feature, combined with the mesh tupohllows
us to classify the network wires in two classes:

* Inter-cluster wires:
clusters. Example: the East module of cluster (YiX)
connected to module West of cluster (Y,X+1). Asstho
components can be made very close from each drlber;
cluster wires are short wires.

e Intra-cluster wires: connecting modules of the same

cluster. Example: West module connects to Northytigo
East and Local modules in a tree manner. Thoses gire
the long wires, but the wire length is bounded hg t
physical area of a given synchronous domain, thetet.

These properties allow synthesizing, placing angtimg
each cluster as an independent module. Moreov&li@s on
standard synchronous design flow without any timestraints
between other clusters.
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Figure 3. Distributed router architecture in the cluster

3.5 Guaranteed Service

DSPIN supports two types of traffic: Best EffortHBand
Guaranteed Service (GS). GS is intended to be aseckal-
time or latency sensitive applications where layetiiroughput
or jitter is a major issue. In a fully synchron@ystem, the GS
can be obtained by allocating slots on a Time [wis
Multiplexing (TDM) channel. However, TDM is diffiduin
GALS systems, where different IPs or clusters can at
different frequencies. We use a virtual channel \\d@proach
to introduce the guaranteed services. Virtual cbhratiows
sharing a physical resource between logically iedepnt

channels. In DSPIN, the shared resources are mointer-
cluster wires neither the bi-synchronous FIFOs, éné the
intra-clusters long wires and multiplexers. As dggl in
Figure 3, there are separate bi-synchronous FIBOBE and
GS traffic. Moreover, no traffic storage is donéween FIFOs.
Therefore, the storage resources are fully semhfateBE and
GS traffic guaranteeing traffic independency. A kmcis
considered GS if it is injected on a GS port andassidered
BE if is injected on a BE port.

Finally, in each module (North, East, South, Wedtatal),
three multiplexers (two output multiplexers and oimput
multiplexer) compose the switching hardware, whiakhe
controlled by three state machines. As shown imreigt. Due
to the X-first routing algorithm, the output mulgpers for the
East and West modules are reduced to simple (2snpul
output) multiplexers. (For example the packets cgmirom

connecting modules of adjaceniNorth port cannot be routed to East nor West port).

4 1\

L —» Ackto {West

Write | l«— Reqfrom | Local
Data

Full —>]

g] [ \/C from West
\SV;'QEZ;E €= \/C from L ocal
Full — Q

GS{
BE{

A

Full

-—
os{ £ =4 [
gt 5 > VCto North
<+ South
BE{ o 3 111 0 > Reqto | East
le— Ack from | Local
- J

Figure 4. West router module detail

A virtual channel interconnects one input multigexo the
output multiplexers of other modules. Over theudttchannel
the BE and GS packets are sent in a dynamic TDMidas
TDM approach is possible because the router ig @&rhbedded
in a synchronous domain. The allocation of the dyinalr DM
slots is round-robin, to ensure that each typeaffi¢ (GS &
BE) can obtain 50% of the total bandwidth if reqdirlf the GS
FIFO is empty, all the slots (100% of the bandwjidére
allocated to the BE FIFO, and reciprocally if BEBl is empty.
This feature maximizes the utilization of the vatehannel.

The output multiplexer is the switching unit of ttoauter. It
selects the data from one input VC and it writesthe
corresponding output FIFO. The allocation policy this
multiplexer is controlled by request (Req) and acidedge
(Ack) signals and it is round-robin to guaranty ibgbetween
VC. The request and acknowledge signals have depabéts
for BE and GS traffic.

We have described until now how to handle two sspdr
traffics on the same switching hardware. In ordegtaranty
an upper bound for the latency, and a lower bolordttie
throughput in the GS sub-network, we must guartray there
will never exist collisions in the GS sub-networle ( different
GS traffic will not be allocated the same path)isTiequires
some sort of end-to-end resource reservation (tircu
switching). Following the Amdahl law, we do not wda pay
hardware for un-frequent cases, and the end-tdadhannel



allocator is not implemented in hardware. For meabedded
applications, the communication scheme is well kmoand the
system designer can statically allocate the reduifeon
conflicting) GS channels. If static allocation istrpossible, a
GS channel allocator is implemented as a softwas& that
will manage a global table of all existing GS patrsd perform
dynamic allocation as required by the embeddedwsod
application.

3.6 Network Interface Controller

The DSPIN Network Interface Controller interconrsettte
request and response routers to the local subrsy3tee main
tasks are protocol conversion and packet buildifige NIC
provides services at the transport layer on the -G=D
reference model, offering to the local sub-systedependency

solutions have been proposed [8,11,12,13,14]. dlvisys
possible to increase the metastability robustnegs b
increasing the latency, and any solution will beaaleoff
between latency and MTBF.

The FIFOs interfacing the router and the NIC conhmeo
clock domains with unknown frequencies. The cogidyp

to guaranty a high MTBF is an increased latency
(compared with the inter-router FIFOs). This iseqatable,

as the number of those high latency FIFOs is lithite

Our hi-synchronous FIFO [24] has the ability of
constructing the whole system in a modular manizach
cluster of the system can be designed and testiegpémdently
and finally assembled without verifying the timenstraints
between clusters. Its latency is 1-2 clock cycles @&

versus the network implementation. The DSPIN nektworMesochronous environment and 2-3 clock cycles dulip

features (no packet lost, in-order delivery, demklfree as

asynchronous environment. The depth of the BE a8dbz

mentioned in section 3.2) simplify the NIC hardwareSynchronous FIFOs are 8 and 4 flits respectivehe ghoice of
implementation. We have implemented a NIC modefhe depth is a compromise between packet size, onetw

compatible with the OCP/VCI [4] protocol, but itrche easily
adapted to any shared memory and transaction-ipastmtol.

Transaction-based protocols are composed of ioitils
that issue requests and target IPs that returqomess. The
DSPIN NIC being a bi-directional bridge, behaves as
initiator and as a target. It controls up to 4 camiuation
channels, two for the initiator (BE & GS) and tvwar the target
(BE & GS).

One task of the NIC is to translate the MSB bitghef 32
bits VCI/OCP address into a cluster address (YoXjoute the
packets over the network. This is done by a lookaiye (LUT)
that must be replicated in each NIC as shown inr€i.

Initiator NIC
Initiator Ne= |0 £ % pu
P 4=y Q] §|=
= DSPIN
Networ k
ICh|<=
Target §<=|1 € [Th|<
=
Target NIC

Figure 5. Network Interface Controller

3.7 Bi-synchronous FIFOs

The physical links between two routers and the ichys
links between a router and the NIC are intercorateetith bi-
synchronous FIFOs. These FIFOs have two functibesli
buffering the data and interfacing different clodemains.
Interfacing two synchronous domains is not a trieiercise
[10], the metastability situations can induce atesysfailure.
The metastability cannot be suppressed, but fapunbability
(typically expressed in terms of Mean Time Betwéailures
[9]) can be bounded to an acceptable value by efudbr
designed synchronizer.

 The inter-router FIFOs have to interface clock dimsma

having the same frequency, but different phasegergke

throughput and FIFO area.

4. EXPERIMENTALRESULTS

Both synthesizable VHDL models and cycle accurate
SystemC models of all DSPIN components have besigrasd.

We simulated a multi-clusters mesh containing 10x10
clusters. Each cluster contains one BE initiatoe BE target,
one GS target, and one optional GS initiator. Therage
packet latency is measured as the average numlogcles for
a round trip from an initiator to a target, and lb&z the same
initiator. For each initiator, the offered loadti® ratio between
the number of injected flits and the total numbkecyzles. The
BE traffic has a uniform random distribution (edf initiator
randomly send packets to all BE targets). The pdekgth is a
random value between 1 and 16 flits. If we plot #werage
latency versus the BE offered load (Figure 6), ve® @
saturation threshold of 25% for the BE traffic (paf the
offered load is not accepted by the network), hat@S traffic
is not impacted by the BE traffic.
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Figure 6. BE and GS latency in function of BE offered load

The latency and throughput of the GS traffic haeerb
analyzed. For example, the latency of the netwark the



roundtrip between cluster (8,9) and cluster (553)aterministic  [3]
and equal to 62 cycles. Moreover, the throughpuwarth GS
channel is guaranteed up to 50%, due to the roobidr
allocation of the TDM slots. On a 500MHz implemeiata,

each GS channel has a bandwidth of 8 Gbps. Y

The performances of the BE packets are determindl
principally by three factors: the packet lengthe tiumber of
routers between the senders and the receivershandetwork
load. The longer the packet, the lower the perfoiceadue to
the limited depth of the FIFOs. The aggregated Badwidth
for the 100 clusters is 400 Gbps.

The area evaluation of the DSPIN network has besed (7
for a 90 nm CMOS process. As all DSPIN componenés a
synthesizable, we have computed the silicon anethéFIFOs

(6]

and the routers using the ST CMOS 90nm standatdilmalry.  [8]
Table | shows the Synopsys area after synthesmmefrouter
and the associated FIFOS: 5 BE FIFOs and 5 GS FlFes
depth of the BE and GS FIFOs are 8 and 4 flitseetsyely. [l
The flit size is 34 bits.
(10]
TABLE 1. AREA COST PER ROUTER
(11]
Block Area
5 BE FIFOs 0.036 mMm
5 GS FIFOs 0.018 mim (12]
Router (without FIFOs) 0.028 nim
Total 0.082 mm* [13]
5. CONCLUSIONS (14]

The experience gained in the physical implemeniatid
the 32 ports SPIN network [19] was precious toruefi new [15]
architecture, well suited to the Globally Asynchwas, Locally
Asynchronous (GALS) paradigm. The mesh topology tired
deterministic X-first algorithm give a very low dps [16]
synthesizable and distributed router implementafidre mesh
topology, associated with the distributed impleraganh of the (17
router itself solves the problem of long wires. ingle bi-
synchronous FIFO and a mesochronous clock disivibsblve g
the problem of asynchronous communication betwedn s
systems. We demonstrated that the virtual chanpeioach
(generally used to multiplex several logical chdsnen the [19]
physical link between router), can be applied ®orthuter itself,
making TDM multiplexing possible in a GALS, clustdr
multiprocessor architecture. With this low cost hoet, the [20]
DSPIN architecture provides the system designest baunds
for both the latency (upper bound) and the througt{fower [21]
bound) of a limited number of point-to-point comnuations.

The silicon area after synthesis of the router #meir
FIFOs is about 0.082 nfiper router, in a 90 nm CMOS [22]
process, which is significantly smaller than otipaiblished
micro-networks providing the same type of services.

(23]
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