Applications security In many-core platform, from operating system
to hypervisor: how to build a chain of trust
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TSUNAMY ANR project (2013-2017) Many-core architecture (up to 1024 cores)
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Threats model Building a chain of trust
* Denial of Services Secure deployment and Secure Enhancing TSAR
« Confidentiality ‘ execution applications with crypto-
* Integrity of Virtual Machines deployment processors

K « Leakage of Information (Cache SCA) K /

ﬁ Secure deployment and execution of Virtual Machines (VM)

Objective: How:
Deploying and protecting VMs from each other - Once the VM is deployed, no more
and from the hypervisor (Confidentiality & access to the VM partition (Trusted
Integrity) S-MMU)
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3. Secure applications deployment 1. Enhancing the TSAR architecture\

Objective: with crypto-processors
Securely deploying and protecting sensitive applications from other applications thanks to Secure
zones (DoS, C&l, and Cache SCA) Objective:

Improving performance dedicating resources to encryption, using the crypto-

Logical isolation (the OS Is trusted) _ogical & physical isolation Processor as a co-processor
M Sensitive applications M Sensitive applications
] —App4 /,,' DMA L | [appd //,’/ A e //,,
[] [ .: ] 7 ! DMA NIC Memory
L] ¢ - Ll
o | | EEEL | - t ¢ ¢
- :AppZZM~ t - :Appzﬁ' { Local interconnect }
| | || [ \\\\ T T T \‘\\\ I | D I | D . t
Appl | | CPrrygéo Appl[] | | U [ I I D | D i
A Sharing resources X Under utilization of resources

How:
- TSAR compatible VciHCrypt3
- Necessity of a secure sharing key mechanism

How:
Extension of the OS In order to integrate new secure aware services < LAB
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Tradeoff between security and performance




