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Chain of trust from HW to SW
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Building a chain of trust from HW to SW
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Thread model
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A Sharing resources » Potential attacks

SW attacks

° Confidentiality and integrity attacks (C&I)

. Denial of Services (DoS)

. Leakage of information (Cache side Channel attacks (SCA))[2][3]

[2] J. Demme and S. Sethumadhavan, “Side-channel vulnerability metrics: Svf vs. csv,” in Proc. of 11th Annual Workshop on Duplicating, Deconstructing and
Debunking (WDDD), 2014.
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State of the art
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Bi partitioning the
processor [4]

Logical isolation
(MMU, MPU, NoC
MMU [5][6])
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NoC protection [8]

[4] www.arm.com/products/processors/technologies/trustzone/
[5] R. Masti, et al., “Isolated execution in many-core architectures,” in Proc. of Network and Distributed System Security Simposium (NDSS), 2014.

[6] G. Kornaros, et al., “Hardware Support for Cost-Effective System-level Protection in Multi-Core SoCs”, in Proc. of Digital System esign (DSD), 2015. |



Physical isolation for sensitive applications
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B Sensitive applications

o \ DMA NIC
App4 ,,'

7
7
7
7
7
’
’
’
’
’
7’
7’
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~
~

Local interconnect

$

| D | D

CPU CPU

1) How can this be achieved?
2) How can the performance overhead be evaluated?
3) How can this overhead be reduced?
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Extension of ALMOS OS

Distributed Quaternary Decision Tree (DQDT)
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Extension of ALMOS OS

Searching for
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Creation of a
secure zone
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Extension of ALMOS OS

Scheduling After physical isolation mechanisms
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Monitoring

Application mapping

Task (thread/fork) mapping

Memory allocation (level 2 cache)

Exploration zone




Evaluation of ALMOS OS extension

OS services simulation tool

! @ads cre@ “““““
Application HH Execution of the OS services
creation

model

e K
CesourceD

‘ Platform model mapping
@@K Simulation of the execution

of applications

‘ Performance |____ v
Generation of results

W V W

A4

Scheduling-mapping M w




Experimental set up

« ALMOS - TSAR system configuration
- Access time to a local memory bank
- Access time to a distant memory bank per hop

- Computation power of processors

*  4x4 cluster architecture (4*4 clusters *4 processors = 64 processors)
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«  Synthetic application task graphs with high parallelization degree
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Time spent on the OS services

« According to the size of the secure zone

|:||:| ALMOS without security DD | cluster secure zone (SZ) DD 2 clusters 57
Il 3 clusters SZ Il 4 clusters S7

104

251 | -
o 2 B I N
U
g
15 ]
Tt
7 _
1
5 1f .
£
al
0.5 g ]
/
D_ _DDIIDDDIIEDD--D[“:III___ ]
PO | | | |
S SR
FS&F & & & &Y
F& S s &
£ F o & ¢
> RF & &
.-i""i"f-h' z.q‘ .\G _\cfﬁ'
S A & A
L& W > &
F & & &®
s & F

Isolation mechanisms dependent  Total execution time dependent 1




vig: ounary @sncc

Time spent on the OS services vs total execution time

. Time spent on OS services according to the workload on . Total execution time of non isolated applications when
the platform when one single application is physically one single application is physically isolated (4 clusters
isolated (4 clusters secure zone) secure zone)

10° s 109
—&— ALMOS services without security ) —&— ALMOS services without security
= - —— ALMOS with security mechanisms — —l— ALMOS with security mechanisms
-12,7% +45% ™
b % overhead /
E 6 B CREEE /]
s :
S S 05| .
= - +26%
2 . overhead
-45%
0 | | | 0 | |
1 S 10 20 1 5 10 20

Number of applications running on the platform Number of applications running on the platform




Discussion and future work

Conclusion
- Physical isolation
- Reduction of the time spent on ALMOS services
- Performance overhead receivable when workload < 27%

Discussion

- Focus on the OS services
- ALMOS-TSAR oriented study
- Synthetic applications’ task graphs

Work in progress

- Study on generic multicore/many-core architectures through Open Virtual
Platforms (OVP) and SystemC environment

- Communication between applications

- Mechanisms seeking to reduce the induced performance overhead
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Thank you for your attention!

Maria Méndez Real, Vincent Migliore, Vianney Lapotre, Guy Gogniat
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