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Abstract

In this paper, we propose an approach for hu-
man activity categorizing based on the use of op-
tical flow direction and magnitude features. The
main contribution of this paper is the feature repre-
sentation that mirrors the geometry of the human
body and relationships between its moving regions
when performing activities. The features are quan-
tified using a quantization algorithm. We analyze
the performance of two well-known classifiers: the
Naive Bayes and the SVM. The results show the
effectiveness of our approach.

1. Introduction

Human action recognition and understanding
has become quite popular and has gained a lot
of interest during the past decade. Many appli-
cations of human action recognition from videos
can be found such as video-surveillance, entertain-
ment, user interfaces, sports and video annotation
domains. The goal of an action recognition system
is to identify simple actions of daily life (like walk-
ing, running, jumping ...) from referring videos.
These actions correspond to models of simple move-
ments performed by a single person in a short laps
of time.

Over the recent years, many techniques have
been proposed for human action recognition and
understanding that are described in comprehensive
surveys [11, 12]. Among the works of the state of
the art which are directly related to this paper,
we find the work of Ali et al. [1] who propose
a set of kinematic features that are derived from
the optical flow. The authors use a multiple in-
stance learning (MIL) method to classify human
actions. Kosmopoulos et al. [6] proposed a frame-
work for visual behavior understanding. Their ap-
proach is based on the utilization of holistic vi-

sual behavior understanding methods, which per-
form modelling directly at the pixel level. Their
system uses the information provided by multi-
ple cameras. Dollar et al. [4] developed a be-
havior recognition system based on sparse spatio-
temporal features which they called (cuboid fea-
tures). Laptev and Lindeberg [7] presented a
method for local spatio-temporal feature extraction
and applied their method to human action recogni-
tion. They demonstrate how their velocity adapted
features enable recognition of human actions in sit-
uations with unknown camera motion and complex,
non stationary backgrounds. Most works are evalu-
ated on the dataset KTH [7] available on the web!.

In this paper, the analysis focuses on video se-
quences recorded by monocular camera because
they are far less resource-intensive and more eco-
nomical than a multiple camera system. The pro-
posed method corresponds to a meta-algorithm
which combines the human detection and the ac-
tion recognition. For action recognition, shape and
optical flow histograms are used together with Bag
of Feature BoF classifiers. Its advantages are its
genericity since both detection and recognition are
performed, and its computational efficiency due to
the simplicity of the descriptors. The remainder
of the paper is organized as follows. The human
shape and motion descriptors are detailed in Sec-
tion 2 while the classification is the topics of section
3.1. Finally, the experiments are presented in Sec-
tion 4. Conclusions and future developments end
the paper.

2 The Method

Our method consists in representing a human
action based on the motion features derived from
each video sequence. The method encompasses four
main steps. 1) The first step is the construction of
motion histograms of a human action video. This
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step is divided into two stages namely human figure
localizing and motion histogram computing. The
proposed motion histogram encodes the geometry
of the human body and relationships between its
moving regions based on the optical flow vectors.
2) The second step consists in assigning motion his-
tograms to a set of predetermined clusters (an al-
phabet set) with a vector quantization algorithm,
3) The third one is the construction of a bag of “key-
motions”, which takes account of the number of
motion histograms assigned to each cluster and fi-
nally apply a multi-class classifier, treating the bag
of “keymotions” as the feature vector, and thus de-
termine which class or categories to assign to the
human action to be classified. In order to increase
classification accuracy and decrease the computa-
tional effort, the motion histograms constructed in
the first step should be sufficiently rich to discrimi-
nate among the various classes at the category level.
By analogy with “keywords” in text categorization,
we refer to the quantized feature vectors (cluster
centers) as “keymotions”.

2.1 Human figure localizing

First of all, a video preprocessing step is needed
in order to localize human figures in each frame of
the video sequence.

Although most videos used for action recognition
[7, 10] show the ideal case of a static background
and one single human, most video surveillance ap-
plications require to first detect all the possible hu-
mans in the scene and filter out the possible un-
desired motions. In addition, when the camera is
moving, when embedded on a vehicle for example,
the background subtraction by motion analysis is
inappropriate. By cons, the appearance-based de-
tectors can answer this issue. Given a video se-
quence where human activities occur, the aim of
our preprocessing step is to pick out the sequence
of figure-centric bounding boxes. We apply an ap-
proach similar to [2, 3] for human figure stabiliza-
tion.

Our human figure stabilizer is based on a lin-
ear SVM classifier which is trained with His-
tograms of Oriented Gradients (HOG) [3] descrip-
tors extracted from manually cropped figure-centric
bounding boxes and negative examples from ran-
dom patches around the figures. A multi-scale hu-
man detection is performed in the local neighbor-
hood defined by the previously detected location.

2.2 Motion histogram computing

Both shape and motion features are used to char-
acterize human activities. The proposed represen-

tation encodes the geometry of the human body
and the relationships between the body moving re-
gions in the image space. Therefore, the proposed
feature vector well reflects the motion behavior of
specific regions of the human body. Formally as
shown in Figure 1, we consider the center of the
body-centric bounding box as the origin of a lo-
cal coordinate system. The bounding box is split
according to a polar coordinate system to 48 bins
(6 magnitudes x 8 directions). A descriptor is con-
structed using the optical flow values in each bin,
in a similar fashion as in [5]. For each 4, bin in our
descriptor, we define optical flow histogram h;(6)
such that

hi() =) fug-Vj) (1)
JEB;
where V; represents the flow value in each pixel
j, B; is the set of pixels in the spatial bin i, ug is
the unit vector in 6 direction {0, 90,180,270} and
f function is defined as

f(x):{OifoO} @)

zifx>0

(b) From Running

(a) From Hand clapping

Figure 1. Optical flow vectors from two
different human action videos.

3 Motion alphabet

In BoF approach, the alphabet is obtained by
quantification of the set of descriptors extracted in
the training stage. The alphabet is used to con-
struct discriminant representatives, with which any
human action can be described. The most common
method to build the action alphabet is to arrange
histograms encountered in the training stage into
a finite number of clusters using a clustering al-
gorithm. The alphabet size is given by the num-
ber of the clusters. For this end, we chose to use
the k-means algorithm. It proceeds by iterated as-
signments of points to their closest cluster centers



and re-computation of the cluster centers. In our
method, the distance between two points (motion
histograms) is measured using the x? distance. We
run k-means several times with different number
of desired representative vectors (k) and different
sets of initial cluster centers. We select the final
clustering giving the lowest empirical risk in cate-
gorization.

3.1 Action Recognition

After assigning each motion histogram to its
closest cluster, the problem of action recognition
can be scaled down to that of multi-class super-
vised learning. In order to make a decision about
an action to be recognized the system performs two
steps: training and testing. The purpose of the
training is to achieve correct recognition of future
action sequences. Based on knowledge learned on
labeled data, the system make a decision rule for
distinguishing categories of human actions. By ap-
plying this decision rule on the action to be recog-
nized, the system predicts the class of that action.
In this paper, we analyze the behavior of two well-
known classifier: The Naive Bayes and the Support
Vector Machine.

3.1.1 Naive Bayes classifier

The Naive Bayes Classifier [9] is a probabilistic clas-
sifier based on the Bayesian theorem. To demon-
strate the concept of action recognition using Naive
Bayes classifier, let us assume we have a set of la-
beled sequences of human actions S = {S;} and
and an alphabet A = {a;} of representative key-
motions. Each motion histogram extracted from
a video sequence is labeled with the keymotion to
which it lies closest in the motion space. We count
the number N(t,i) of times the keymotion a; oc-
curs in a video sequence S;. To recognize a new
action, we apply Bayes’s rule and take the largest
a posteriori score as the prediction:

[A]
P(C;/8i) o P(8i/Cy)P(Cy) = P(Cy) [ | Plar/Ci)N ™.

t=1
3)
It is evident in this formula that Naive Bayes re-
quires estimates of the class conditional probabili-
ties of keymotion a; given an action category Cj;. In
order to avoid probabilities of zero, these estimates
are computed with Laplace smoothing;:

1+ ZSieCj N(t7 Z)

P(a;/C;) = .
R T S siec; N(s, )

(4)

3.1.2 SVM classifier

The SVM classifier is a classification method that
performs classification tasks by constructing hyper-
planes in a multidimensional space that separates
cases of different class labels with maximal margin
[13]. In order to apply the SVM to multi-class prob-
lems we take the one-against-all approach. Given
an m class problem, we train m SVM’s, each dis-
tinguishes video from some action category ¢ from
videos from all the other m — 1 categories j not
equal to 7. Given a video sequence of a human ac-
tion to be classified, we assign it to the class with
the largest SVM output.

4 Experiments and Results

In this section, we give results from two experi-
ments. In the first experiment, we analyze the per-
formance of the Naive Bayes and the SVM classi-
fier on classifying human actions. In the second
experiment, we present results compared with re-
lated works. These experiments were conducted on
a standard dataset containing a variety of daily life
actions. The performance of our method using both
classifiers was evaluated with 10-fold cross valida-
tion.

4.1 Dataset description

The KTH [7] is a dataset that contains low res-
olution videos (160x120 pixels) of six types of hu-
man actions (walking, jogging, running, boxing,
hand waving and hand clapping) performed sev-
eral times by 25 different subjects. This dataset is
challenging because the sequences are recorded in
different indoor and outdoor scenarios with scale
variations and different clothes.
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Table 1. Confusion Matrix (Naive Bayes)

4.2 Results from Naive Bayes classifier

Table 1 shows the performance of our method us-
ing the Naive Bayes classifier. In this visualization,
we display the values corresponding to the confu-
sion matrix. The diagonal elements are the counts
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Table 2. Confusion Matrix (SVM)

‘ Method ‘ Performance rate ‘
Our method (SVM) 82.36 %
Space-time interest Points [8] 80 %

Our method (Naive Bayes) 75.83 %
Velocity histories [10] 74 %
Spatio-temporal Cuboids [4] 66 %

Table 3. Comparison with related work

of the correct predictions. Naive Bayes classifier
gives 75.83% as a performance rate.

4.3 Results from SVM classifier

Results from applying the SVM are presented in
Table 2. As awaited the SVM performance surpass
the performance of Naive Bayes classifier, reducing
the overall error rate from 24.16% to 17.63%. We
compared linear and rbf kernels SVM’s and found
that rbf kernels based method gave the best per-
formance. One can notice from both confusion ma-
trices shown in Table 1 and Table 2, that the two
classifiers have a similar behavior.

4.4 Comparison with related work

In order to evaluate our approach, we compare
its performance with some state-of-the-art human
action recognition algorithms. The performance is
evaluated in terms of classification rate (i.e. the
percentage of action sequences which are correctly
classified). Table 3 shows that our approach gives a
comparable performance with other methods com-
peting the contest KHT.

5 Conclusion

We have presented an effective action recogni-
tion system that relies on a direction and magni-
tude histogram of the dense optical flow vectors.
A vector quantization technique is used to con-
struct discriminant representatives, with which hu-
man activities are described. In this paper, we
analyzed the behavior of two well-known classifier:
The Naive Bayes and the Support Vector Machine.
First, the experimental results show that the SVM
performances surpass the performances of Naive

Bayes classifier. Then, our representation of the
action, although simple, outperforms some existing
approaches based on some more heavy data struc-
tures.
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